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**HOW THE IMPLEMENTATION ACTUALLY WORKS:**

* We would have two seperate programs run in two different softwares:One would extract the json files of tweets collected from the internet .Another program on octave would classify it .Then a summariser module will eliminate the miscellaneous and extract the most necessary information.
* The output will be a display of an extractive summary filtered based on different sub topics.
* At each stage, the output will be shown as a display on the screen
* The demo for a sample number of tweets(200) will be shown during the review.
* For the classification process, the accuracy of the training set classification will be shown in the demo

**MEASUREMENTS:**

* grammaticality – the text should not contain non-textual items (i.e., markers) or punctuation errors or incorrect words

|  |  |  |
| --- | --- | --- |
| Non Textual Items(x) | Total No of words(y) | Grammaticality=(x/y) |
|  |  |  |

* non-redundancy – the text should not contain redundant information

|  |  |  |
| --- | --- | --- |
| No of repeated words(x) | Total no of words(y) | Non-redundancy=(x/y) |
|  |  |  |

* coherence – based on word alignment

Content Evaluation :

* cosine similarity

Check for similarity between each sentence based on Bag Of Words

* Latent Semantic Analysis based similarity measures
* Precision,Recall,Accuracy for Classification of Speech Act

Tp=true positive

Fp=False positive

Fn=False negative

Tn=True negative

* ![\text{Precision}=\frac{tp}{tp+fp} \, ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKgAAAAsBAMAAAADRO5JAAAAMFBMVEX///+2trZ0dHRiYmIiIiIWFhaenp7MzMwEBARQUFCKiopAQEAMDAwwMDDm5uYAAACiQQdXAAAAAXRSTlMAQObYZgAAAyxJREFUSA3Flk9IFFEcx7/P1ZlR190l6GY1bJckpUEx+mcNXaKTeyioDrkVkVCx26VLyJohkl0WpQ5RsUhBhNBKRgeJzCAIQTc8LuVAR5Eko4TQ+r3dN7uzs2PN7hz6Hfy93+f9ft95vvf2NwN4NTbtVcGhvj7iAL2iuqRXBYf6YNQBekSXu6dC5zNj9z3K2Mo7Ae1EXInbsLfwOOTQMPyqNxVb9Q9A3kBQs2FPIdsAaqaRiHpSsRX7IgE0pbHPhr2FTWkflBRmvKnYqmvVc0hovkwJXp6fncoaJQi9IR5LN0upcyQtRNF6IWybfJ5C/VApa86JsreldPMoWzYViwKDZbQiUL6hXLTbqEjEliz/tAEgJ1pKr8d5LF8qpZtGT9Zz22Wd56LfpZ4tU5BGRoEbHYflRVVq79D6vkEeaTHYqWc7P1sL3IxJtOksgo/G8RiNSTaENihqH6QkBrDVkOegvELuJF6e5Ka70URsYT/1LSUNDIOtUMudpO5wkVoPXWg6gSz8GRxypWRJiqV4oKhgq+Fw5iuP/Kr/DvkZRiewC37NLhr8/Xejg+Iy/JfWwA+R7zCJBh6shTDDyR6jXJRS/mEFUUZNDGKl27EUya/0SGGlFe1pij+VVorbtJH+NCRa6RjQTzs6AHwqiPI0txZTeWYwBfTGZZVO/wvJjCOQwTtcMdhcNaJL87N01dnirAF5IQz0HVDZ4q2x9hZj25rGXhw02JsP9fMT/MH/x9io5uXBzY7FyrLuyF3Cu455rQFH7BaetibqZvDaHFTn+ZUumG6O6FddvUmTvyaktoaWVF5CF0pd6xOwYEFdO18EvrpjEG8hU5StwIpdq4nE2iSuFd/Lpih9U1hxpaLBKJAwsJqv00V5Y4YGRSyoa7fDAFoh8+OiNjMoWncdv/oCu5YqJnbCoO7t688TXUzw9VuwoK5dlt4Lxc9HXdTRf85fH35VxBW6o1JIXkWXqNKFf0reggV17a7uRc37dlXk68I/JG/Bglbi6PPRNF0MzpC3YHO6Am/ZOX6TqCWH6PO36g3NSSARz/vCX+VeksZluDDvYtDQ89GW5dtNII//AOGL4Q4CXikuAAAAAElFTkSuQmCC)
* ![\text{Recall}=\frac{tp}{tp+fn} \, ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJEAAAAsBAMAAACXoke7AAAAMFBMVEX///8EBARiYmK2trZQUFDMzMyenp6Kiop0dHQiIiJAQEAWFhYMDAwwMDDm5uYAAAAmtDSzAAAAAXRSTlMAQObYZgAAApdJREFUSA21lj9o1FAcx7+XXO7/JR38h4KkNx24RHQqyB2KOLici7joBe0gLhecDhyaoWAtPbihoE4e4uBVxCJdVMRDHQ4HDd3axRsFEQ7xWpBafbk2/15ikxfoG5K8b973k99L8vINEKfxvTiuIE9yOUiNo+WrcVxBHkkNUmNotx4tKTeN5oUYVtpyApBf1RI1WmfvL0JQDqOgsztpxwYgbEOSaZ25z28DmR7qKrOTNnDLIoodTNI6e7/Y4ZDQ0Gd30o6sfgN1mTO8+o8vr5ceeCXgzH1+TaNFp59aVbFwfc4Rdo5mVGQ/U6JwBJd0SqO661SfdBsqxN+03A99WQJuEiFhi5kkjGjLuCbhFy2H1nTnj0J7zNl97wDTszKEx6UBmvMqyAMu6L6RYULjaesDkG7jCU7WMkbawCGb9OyN2dphiN3zpKbJmvmiVbCCXDszAfJY4tWkotBGpTzXEjdNOF9+G0T6G9KG4zueHWKmBqTIEoe4gm4QaXcGe+3I7IojVFQCMWvKdtAVrNkx36fcBhJVcPgEqJKGh5xF2qsC/7mGBv5n+vJBXCHPTpQTVaEbj5R59x64V8LVsg5htQl+8W7+/NTWuRcf/RfdX+V0iZn/nwQ/vsZMCk7wTG/ATPIkuL2AcgYzCJLq8tikGAvdm+AWifu6ruC20WwNXJcJO/QkuEUiyx7QjyrFapjddd6T4DZpgSzXa5vIspA8CW6TnpNrpYbmRylycyU4WdfHrO/fSwJItlEfRAbBm+B2TeaHKC/jYnQQ+Q9wJ7hFIn8sgKSgz0VHeRPcIqUnCKEBjL5FJ3kT3CIlDUKYB87K0UnmSCfBLVJeYyNYo50EN0sh7ZQ0GO9ZN/4EPzDNytgZ70/wcsch/QO3gNPYiFi3UgAAAABJRU5ErkJggg==)
* ![\text{Accuracy}=\frac{tp+tn}{tp+tn+fp+fn} \, ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQQAAAAsBAMAAABxrtvWAAAAMFBMVEX///8wMDCKioqenp5AQEAMDAwEBAR0dHS2trZiYmIWFhbm5uZQUFAiIiLMzMwAAADnIh+hAAAAAXRSTlMAQObYZgAABHdJREFUWAm9WF1oHFUU/rKz2d3JbHbnYR8MKl1fDOrLKoI/iB2xlqgUF1rsayiVQi11U7oNqOD4oLSiZKJoSX0JvjVEOooiiuiqD2JBug8FX4IdoQ+FKmnaKq0N1XPmzkxmcmc3s9mdHMjMvd8595xz75y9934BBiqFeoy7t2Kw9KDifIzvszFYetBIK+S77bUXQ1j6zXItFMNP4VoIS7358IUd5iP6+I8ikEhB2XV9IjObmb4z9egiwCnA+tTJOW7PWwV1HvncBO7aohSWUDL3YbgRTmG0hSe/r2Jpi1Kgz166hbIVToHrYzuwb2tSKNwC8nUsU9DnFhYOLiy0Ke6MDfzKmW2JqPMahgx8JIJxfJJTsHEasTuGMBjoc8hQkatir3DqpVCBhRtUH9ZAQ3VyNtp4FMuWqkdS+E0xlSsoX250GkX4X110vamUsRqaj017g7xVePAD5A0U57q5Omd30/aqqwQDvBSCfpfGGauLsmeVVwg0Tk88tnCsnth2Y8PS7Y1tJIvit5FRlxztuGSTHLh/xUxu7FtmC6vULD07Z+Pi3MelF6ziS3j8xlEjM/20gJv/ml9e961TeT+EF8nv205eLxzGFHIWPgRWP6/fg1zNhbWryFTJhDY8kh6KLHG6Bs6ZwCKybbpw7MKwm8J+4BhvdAwTqCb2tilDHTMGaKYAnWfwUjhArROv6i6MGSdP3ZCU/xugAJnzO3ZOQuGrzfYaPcQq0Ln2TSvbdmEMt14LxR98cwhQr0mrQCmcp29wmRcH+UmLX6nVwheAtgLsAWrDBhSMWHjGPd2vYrRtMQxtlZcnPeGL3gWbSl+z6BfxNbKGts0Bzf4QLrYthoGd6YUnz+/8U0X2lT0ojY0Df7zfgDZ25I3db/79PN77ubrouDBOpJpCIucPJLLqZPRu7CFZ+MUtsE6Dovh3dOdYL3EkLZbN0cCX714/mvu5z9pxcDx2VnEkRRxJ63A3y9dtaTgBTS0O7YD9eURWREiaNx3aXEMSzDGrh1AE8FNhdDPtCEnz3EbY3Fosj1V4UYIU1u4Vm4kPJmnKVOb1qhgt3DKbu08fn7LDIO172yom1rM8YHZlAn3xPCJp6sjvOByJRmyusd8cakVA4hHUl1geCldo1+2H5xFJu5Rbf1tfgkIbOqlcEUtDzSbdOiSWx4ynP57Hn33Zxs1INKoPuq1TZq4EKXDdSSwPbpH2w/OYpDVR4qKkw+uge5FhNldsc2YhkNqn6U9ieXwU9cfzmKRVoE6SGxIxYWZz5NjfMQRIWs5TYnlwfz798DwmaQGJ91JgNlc2sde7YfkpuHxWqhuxWP3wPCJppZuY5SUgEdGYzdHHvf1VGKQr0ST1JZaHewmlyunO84Sn+CeTtN0nG55SpMBs7ijgnz7+KhR1spJYHn4gdEOeFx88QOnz+uJH8/vu2wdHqtStBCof/iRANt8I7bs8T0k88HjZJtXabizggjmI/3gsO1LUOODQE4RKLC/3UyvOuDcsc+aORANOGmQmsTyVisaX/wGhKYvFE2Wo8wAAAABJRU5ErkJggg==)
* Accuracy Value for SVM :60% Accuracy value for Logistic Regression :70% <For Classification>

**COMPARISONS MADE USING THESE MEASUREMENTS:**

* Grammaticality gives a measure of how well the summary is formed.
* Non redundancy gives a measure of how well the summary is informative
* Cosine similarity also gives us a measure of how well the summary is informative and appealing
* Accuracy is a measure of the correctness of the Classification.
* LSA based similarity measures measures semantic based redundancy and eliminates it
* A comparision is made between SVM and Logistic Regression(setting a threshold of 0.005) for classification and the Logistic Regression showed a better accuracy.